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1 Introduction
In this paper, we investigate the positive solutions for
nonlocal boundary value problems for fractional dif-
ferential equations of the form

Dα
0+u(t) + f(t, u(t)) = 0, 0 < t < 1, (1)

u(0) = u′(0) = 0, u(1) = βu(ξ), (2)

where Dα
0+ is the Riemann-Liouville fractional

derivative of order 2 < α ≤ 3 and β, ξ, f satisfying

(H1) : β > 0, 0 < ξ < 1, 1− βξα−1 > 0;

(H2) : f ∈ C ([0, 1]× [0,+∞)→ [0,+∞)) .

Fractional-order models are found to be more ad-
equate than integer -order models in some real world
problems. In fact, fractional derivatives provide an ex-
cellent tool for the description of memory and hered-
itary properties of various materials and processes.
The mathematical modeling of systems and processes
in the fields of physics, chemistry, aerodynamics,
electrodynamics of complex medium, polymer rhe-
ology, etc. involves derivatives of fractional order.
In consequence, the subject of fractional differential
equations is gaining much importance and attention.
For details and examples, see [1-14] and the reference
therein.

Boundary value problems for nonlinear differ-
ential equations arise in a variety of areas of ap-
plied mathematics, physics and variational problems

of control theory. A point of central importance in the
study of nonlinear boundary value problems is to un-
derstand how the properties of nonlinearity in a prob-
lem influence the nature of the solutions to the bound-
ary value problems. Multi-point nonlinear boundary
value problems, which refer to a different family of
boundary conditions in the study of disconjugacy the-
ory [15] and take into account the boundary data at
intermediate points of the interval under considera-
tion, have been addressed by many authors, for ex-
ample, see [16-25] and the references therein. The
multi-point boundary conditions are important in var-
ious physical problems of applied science when the
controllers at the end points of the interval (under con-
sideration) dissipate or add energy according to the
sensors located at intermediate points.

In recent years, differential equations of fractional
order have been addressed by several researchers with
the sphere of study ranging from the theoretical as-
pects of existence and uniqueness of solutions to
the analytic and numerical methods for finding solu-
tions. Fractional differential equations appear natu-
rally in various fields of science and engineering such
as physics, polymer rheology, regular variation in
thermodynamics, biophysics, blood flow phenomena,
aerodynamics, electrodynamics of complex medium,
viscoelasticity, electrical circuits, electron-analytical
chemistry, biology, control theory, fitting of experi-
mental data, etc. In consequence, fractional differ-
ential equations have been of great interest. For de-
tails, see [26-29] and the references therein. Recently,
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two-point boundary value problems of fractional dif-
ferential equation have been extensively studied in the
literature.

By the use of some fixed point theorems on cones,
Zhang [31] obtain the existence of positive solutions
for the equation

Dα
0+u(t) + f(t, u(t)) = 0, 0 < t < 1,

with the boundary condition

u(0) + u′(0) = u(1) + u′(1) = 0.

Using the adomian decomposition method, Jafari
[30] discuss the following fractional boundary value
problem

Dα
0+u(x)+µf(x, u(x)) = 0, 0 < x < 1, 1 < α ≤ 2,

u(0) = 0, u(1) = c.

Recently, in [34], using a fixed point theorem on
cone, Bai established the eigenvalue intervals of the
following problem

CDα
0+u(t) + λh(t)f(u(t)) = 0, 0 < t < 1,

u(0) = u′(1) = u′′(0) = 0,

where 2 < α ≤ 3, CDα
0+ is the standard Caputo dif-

ferentiation.
Sun etc [33] studied the existence of solutions for

the boundary value problem of fractional hybrid dif-
ferential equations

Dα
0+

[
x(t)

f(t, x(t))

]
+ g(t, x(t)) = 0, 0 < t < 1,

x(0) = x(1) = 0,

where 1 < α ≤ 2, Dα
0+ is the Riemann-Liouville

fractional derivative.
Also, the existence and multiplicity of solutions

for three-point boundary value problems of fractional
differential equations have been studied by some au-
thors.

In [32], Bai investigate the existence and unique-
ness of positive solutions for a nonlocal boundary
value problem of fractional differential equation

Dα
0+u(t) + f(t, u(t)) = 0, 0 < t < 1,

u(0) = 0, u(1) = βu(η),

where

1 < α ≤ 2, 0 < βηα−1 < 1, 0 < η < 1,

and Dα
0+ is the standard Riemann-Liouville fractional

derivative.

Applying the Schauder fixed point theorem, in
[35], an existence result is proved for the following
system

Dαu(t) = f(t, v(t), Dpv(t)) = 0, 0 < t < 1,

Dαv(t) = g(t, u(t), Dqu(t)) = 0, 0 < t < 1,

u(0) = 0, u(1) = γu(η),

v(0) = 0, v(1) = γv(η),

where

1 < α, β < 2, p, q, γ > 0, 0 < η < 1,
α− q ≥ 1, β − p ≥ 1,
γηα−1 < 1, γηβ−1 < 1,

and Dα is the standard Riemann-Liouville fractional
derivative.

We find that the above papers considered three-
point fractional boundary value problem for 1 < α ≤
2. To the best knowledge of the authors, no work has
been done to get positive solution of the three-point
fractional boundary value problem for 2 < α ≤ 3.
The aim of this paper is to fill the gap in the relevant
literatures. Such investigations will provide an impor-
tant platform for gaining a deeper understanding of
our environment.

2 Preliminaries and Lemmas

The material in this section is basic in some sense. For
the reader’s convenience, we present some necessary
definitions from fractional calculus theory and prelim-
inary results.

Definition 1 [32] The Riemann-Liouville fractional
integral operator of order q > 0 for function y ∈
L′(R+) is defined as

Iq0+y(t) =
1

Γ(q)

∫ t

0
(t− s)q−1y(s)ds, q > 0.

Definition 2 [32] The Riemann-Liouville fractional
derivative of order q > 0, n − 1 < α < n, n ∈ N
for function y is defined as

Dq
0+y(t) =

1

Γ(n− q)

(
d

dt

)n ∫ t

0
(t−s)n−α−1f(s)ds,

where the function f(t) has absolutely continuous
derivatives up to order (n− 1).

Lemma 3 [32] The equality Dq
0+I

q
0+f(t) =

f(t), q > 0 holds for f ∈ L(0, 1).
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Lemma 4 [32] Let q > 0, then the fractional differ-
ential equation

Dq
0+u(t) = 0

has solutions

u(t) = c1t
α−1+c2t

α−2+c3t
α−3

+· · ·+cnt
α−n

, ci ∈ R,

i = 1, 2, · · · , n, n = [q] + 1.

Lemma 5 [32] Let q > 0, then

Iq0+D
q
0+u(t) = u(t) + c1t

α−1 + c2t
α−2 + c3t

α−3

+ · · ·+ cnt
α−n

for some ci ∈ R, i = 1, 2, · · · , n, n = [q] + 1.

Lemma 6 Suppose that (H1), (H2) hold. Then for
h(t) ∈ C[0, 1], the following boundary value problem

Dα
0+u(t) + h(t) = 0, 2 < α ≤ 3, 0 < t < 1, (3)

u(0) = u′(0) = 0, u(1) = βu(ξ), (4)

has a unique solution

u(t) =

∫ 1

0
G(t, s)h(s)ds

+
βtα−1

1− βξα−1

∫ 1

0
G(ξ, s)h(s)ds, (5)

where

G(t, s) =
1

Γ(α)


tα−1(1− s)α−1 − (t− s)α−1,

0 ≤ s ≤ t ≤ 1,
tα−1(1− s)α−1, 0 ≤ t ≤ s ≤ 1.

(6)

Proof: We can apply Lemma 5 and Definition 1 to
reduce Dα

0+u(t) + h(t) = 0 to an equivalent integral
equation

u(t) = − 1

Γ(α)

∫ t

0
(t− s)α−1h(s)ds+ c1t

α−1

+ c2t
α−2 + c3t

α−3
.

By the boundary conditions of (4), there are c2 =
c3 = 0 and

C1 =
1

Γ(α)(1− βξα−1)

[∫ 1

0
(1− s)α−1h(s)ds

− β
∫ ξ

0
(ξ − s)α−1h(s)ds

]
.

Therefore, problem (3),(4) has a unique solution

u(t) = − 1

Γ(α)

∫ t

0
(t− s)α−1h(s)ds

+
1

Γ(α)(1− βξα−1)

[∫ 1

0
(1− s)α−1tα−1h(s)ds

−β
∫ ξ

0
(ξ − s)α−1tα−1h(s)ds

]
= − 1

Γ(α)

∫ t

0
(t− s)α−1h(s)ds

+
1

Γ(α)

∫ 1

0
(1− s)α−1tα−1h(s)ds

+
βξα−1

Γ(α)(1− βξα−1)

∫ 1

0
(1− s)α−1tα−1h(s)ds

− β

Γ(α)(1− βξα−1)

∫ ξ

0
(ξ − s)α−1tα−1h(s)ds

=
1

Γ(α)

∫ t

0
[(1− s)α−1tα−1 − (t− s)α−1]h(s)ds

+
1

Γ(α)

∫ 1

t
(1− s)α−1tα−1h(s)ds

+
βtα−1

Γ(α)(1− βξα−1)

∫ 1

0
(1− s)α−1ξα−1h(s)ds

− βtα−1

Γ(α)(1− βξα−1)

∫ ξ

0
(ξ − s)α−1h(s)ds

=
1

Γ(α)

∫ t

0
[(1− s)α−1tα−1 − (t− s)α−1]h(s)ds

+
1

Γ(α)

∫ 1

t
(1− s)α−1tα−1h(s)ds

+
βtα−1

Γ(α)(1− βξα−1)

[∫ ξ

0
[(1− s)α−1ξα−1

−(ξ − s)α−1]h(s)ds

+

∫ 1

ξ
(1− s)α−1ξα−1h(s)ds

]
=

∫ 1

0
G(t, s)h(s)ds

+
βtα−1

1− βξα−1

∫ 1

0
G(ξ, s)h(s)ds.

The proof is completed. ⊓⊔

Lemma 7 The functionG(t, s) defined by (6) satisfies
G(t, s) > 0 for t, s ∈ (0, 1).

Proof: We divide the proof into two cases.
Case 1: when 0 ≤ s ≤ t ≤ 1,

tα−1(1− s)α−1 = (t− ts)α−1 > (t− s)α−1,

so, tα−1(1− s)α−1 − (t− s)α−1 > 0.
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Case 2: when 0 ≤ t ≤ s ≤ 1,

tα−1(1− s)α−1 > 0.

The proof is completed. ⊓⊔

Theorem 8 Let P be a cone in a real Banach space
E, Pc = {x ∈ P : ∥x∥ < c} , θ is a nonnega-
tive continuous concave functional on P such that
θ(x) ≤ ∥x∥, for all x ∈ P c, and P (θ, b, d) =
{x ∈ P : b ≤ θ(x), ∥x∥ ≤ d} . Suppose that T :
P c → P c is completely continuous and there exist
positive constants 0 < a < b < d ≤ c such that
(C1) : {x ∈ P (θ, b, d) : θ(x) > b} ̸= ∅ and θ(Tx)>
b for x ∈ P (θ, b, d);
(C2) : ∥Tx∥ < a for x ∈ P a;
(C3) : θ(Tx) > b for x ∈ P (θ, b, c) with ∥Tx∥ > d.
Then T has at least three fixed points x1, x2 and x3
with

∥x1∥ < a, b < θ(x2), a < ∥x3∥ with θ(x3) < b.

Remark 9 If d = c, then condition (C1) implies con-
dition (C3).

3 Existence and uniqueness solution
of the problem (1), (2)

Let E = C[0, 1] be endowed with the ordering u ≤ v
if u(t) ≤ v(t) for all t ∈ [0, 1] and the maximum
norm ∥u∥ = max

0≤t≤1
|u(t)|. Define the cone P ⊂ E by

P = {u ∈ E|u(t) ≥ 0 for t ∈ [0, 1]} .

Lemma 10 Let T : P → E be the operator defined
by

Tu(t) =

∫ 1

0
G(t, s)f(s, u(s))ds

+
βtα−1

1−βξα−1
∫ 1

0
G(ξ, s)f(s, u(s))ds. (7)

Then T : P → P is completely continuous.

Proof: The operator T : P → P is continuous in
view of nonnegativeness and continuity ofG(t, s) and
f(t, u).

Let Ω ⊂ P be bounded. i.e., there exists a pos-
itive constant M > 0 such that ∥u∥ ≤ M, for all
u ∈ Ω. Let L = max

0≤t≤1, 0≤u≤M
|f(t, u)| + 1, then for

u ∈ Ω, we have

|Tu(t)| ≤ |
∫ 1

0
G(t, s)f(s, u(s))ds

+
βtα−1

1− βξα−1

∫ 1

0
G(ξ, s)f(s, u(s))ds|

≤
(
1+

β

1−βξα−1
)
L

∫ 1

0
max
0≤t≤1

G(t, s)ds.

Hence, T (Ω) is bounded.
On the other hand, given ε > 0, setting

δ = min

1,

(
Γ(α)εα(1− βξα−1)

2βL(ξα−1 − ξα)
21−α

) 1
α−1

 ,
then for each u ∈ Ω, t1, t2 ∈ [0, 1], t1 < t2 and
t2 − t1 < δ, one has |Tu(t2) − Tu(t1)| < ε. That is
to say, T (Ω) is equicontinuity.

In fact,

|Tu(t2)− Tu(t1)|

=
∣∣∣ ∫ 1

0
[G(t2, s)−G(t1, s)]f(s, u(s))ds

+
βtα−1

2

1− βξα−1

∫ 1

0
G(ξ, s)f(s, u(s))ds

− βtα−1
1

1− βξα−1

∫ 1

0
G(ξ, s)f(s, u(s))ds

∣∣∣
≤ |

∫ 1

0
[G(t2, s)−G(t1, s)]f(s, u(s))ds|

+
∣∣∣β(tα−1

2 − tα−1
1 )

1− βξα−1

∣∣∣∣∣∣ ∫ 1

0
G(ξ, s)f(s, u(s))ds

∣∣∣
≤ L

∫ 1

0
|(G(t2, s)−G(t1, s))|ds

+

∣∣∣∣ βL

1− βξα−1

∫ 1

0
G(ξ, s)ds(tα−1

2 − tα−1
1 )

∣∣∣∣
≤ L(

∫ 1

0
|G(t2, s)−G(t1, s)|ds)

+
βL

Γ(α)(1− βξα−1)

(
ξα−1 − ξα

α

)
|tα−1
2 − tα−1

1 |.

In the following, we divide the proof into two
cases.
Case 1: δ ≤ t1 < t2 < 1, we have

tα−1
2 − tα−1

1 ≤ α− 1

δ2−α
(t2 − t1) ≤ (α− 1)δα−1.

Case 2: 0 ≤ t1 < δ, t2 < 2δ, we have

tα−1
2 − tα−1

1 ≤ tα−1
2 < (2δ)α−1.

Consequently, we have

tα−1
2 − tα−1

1 ≤ 2α−1δα−1.

On the one hand, G(t, s) is uniformly continuous
in [0, 1] × [0, 1] because of the continuity of G(t, s).
So, for the given ε > 0, whenever |t2 − t1| < δ, we
have

|G(t2, s)−G(t1, s)| <
ε

2L
.
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On the other hand,

βL

Γ(α)(1− βξα−1)

(
ξα−1 − ξα

α

)
|tα−1
2 − tα−1

1 |

<
βL

Γ(α)(1− βξα−1)

(
ξα−1 − ξα

α

)
2α−1δα−1

<
ε

2
.

Therefore, |Tu(t2)−Tu(t1)| < ε, which implies that
{Tu : u ∈ Ω} is equicontinuous. By means of the
Arzela-Ascoli theorem, we have that T : P → P is
completely continuous. The proof is completed. ⊓⊔

Lemma 11 Suppose that (H1), (H2) hold. Then u is
a solution of problem (1), (2) if and only if u is a fixed
point of T.

Theorem 12 Assume that f(t, u) satisfies

|f(t, u)− f(t, v)| < λ(t)|u− v|,

t ∈ [0, 1], u, v ∈ [0,+∞).
(8)

Then problem (1), (2) has a unique positive solution if∫ 1

0
sα−1(1−s)α−1λ(s)ds < Γ(α)(1−βξα−1). (9)

Proof: In the following, we will prove that Tn is a
contraction operator for n sufficiently large.

Indeed, from (6), (7), for u, v ∈ P, we have the
estimate,

|(Tu− Tv)(t)|

≤
∫ 1

0
G(t, s)|f(s, u(s))− f(s, v(s))|ds

+
βtα−1

1− βξα−1
×∫ 1

0
G(ξ, s)|f(s, u(s))− f(s, v(s))|ds

<
∥u− v∥
Γ(α)

×(∫ t

0
[tα−1(1− s)α−1 − (t− s)α−1]λ(s)ds

+

∫ 1

t
tα−1(1− s)α−1λ(s)ds

)
+

βtα−1∥u− v∥
Γ(α)(1− βξα−1)

×(∫ ξ

0
[ξα−1(1− s)α−1 − (ξ − s)α−1]λ(s)ds

+

∫ 1

ξ
ξα−1(1− s)α−1λ(s)ds

)

<
∥u− v∥tα−1

Γ(α)

∫ 1

0
(1− s)α−1λ(s)ds

+
ξα−1β∥u− v∥tα−1

(1− βξα−1)Γ(α)

∫ 1

0
(1− s)α−1λ(s)ds.

Let L =
∫ 1
0 (1− s)α−1λ(s)ds, we have

|(Tu− Tv)(t)| < L∥u− v∥tα−1

(1− βξα−1)Γ(α)
.

Consequently,

|(T 2u− T 2v)(t)|

≤
∫ 1

0
G(t, s)|f(s, (Tu)(s))− f(s, (Tv)(s))|ds

+
βtα−1

1− βξα−1

∫ 1

0
G(ξ, s)

|f(s, (Tu)(s))− f(s, (Tv)(s))|ds

<
L∥u− v∥

Γ2(α)(1− βξα−1)

(∫ t

0
[tα−1(1− s)α−1

−(t− s)α−1]sα−1λ(s)ds

+

∫ 1

t
tα−1(1− s)α−1λ(s)sα−1ds

)
+

Lβtα−1∥u− v∥
Γ2(α)(1− βξα−1)2

(∫ ξ

0
[ξα−1(1− s)α−1

−(ξ − s)α−1]sα−1λ(s)ds

+

∫ 1

ξ
ξα−1(1− s)α−1λ(s)sα−1ds

)
<

L∥u− v∥tα−1

Γ2(α)(1−βξα−1)

∫ 1

0
sα−1(1−s)α−1λ(s)ds

+
Lξα−1β∥u−v∥tα−1

(1−βξα−1)2Γ2(α)

∫ 1

0
sα−1(1−s)α−1λ(s)ds

=
LM∥u− v∥tα−1

Γ2(α)(1− βξα−1)

+
LMξα−1β∥u− v∥tα−1

(1− βξα−1)2Γ2(α)

=
LM∥u− v∥tα−1

Γ2(α)(1− βξα−1)2
.

where M =
∫ 1
0 s

α−1(1− s)α−1λ(s)ds. By induction,
we have

|(Tnu− Tnv)(t)| ≤ LMn−1∥u− v∥tα−1

[Γ(α)(1− βξα−1)]n
.

Taking into account that
∫ 1
0 s

α−1(1− s)α−1λ(s)ds <
Γ(α)(1− βξα−1), we have

LMn−1

[Γ(α)(1− βξα−1)]n
<

1

2
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for sufficiently large n, and therefore,

∥(Tnu− Tnv)∥ ≤ 1

2
∥u− v∥,

which gives the proof.
In the following, we will give the existence of so-

lution of problem (1), (2).
We set

λ = lim
∥u∥→∞

(
max
t∈[0,1]

∥f(t, u)∥
∥u∥

)
, (10)

then 0 < λ ≤ +∞.

η =
λ(1− βξα)

Γ(α)α(1− βξα−1)
, (11)

η′ =
λ′(1− βξα)

Γ(α)α(1− βξα−1)
. (12)

Theorem 13 Suppose

η < 1, (13)

then problem (1), (2) has one positive solution.

Proof: According to Lemma 11, we just need to ver-
ify that the operator T has a fixed point in E. From
13, choose λ′ > λ, such that

η′ < 1. (14)

In view of the definition of λ, there exists N > 0 such
that

∥f(t, u)∥ < λ′∥u∥, ∀t ∈ [0, 1], ∥u∥ ≥ N. (15)

So we have

∥f(t, u)∥ ≤ λ′∥u∥+R, ∀t ∈ [0, 1], u ∈ [0,+∞),
(16)

where

R = max
t∈[0,1], ∥u∥≤N

∥f(t, u)∥ < +∞.

From (7), (13)-(16), we have

∥(Tu)(t)∥

≤ max
t∈[0,1]

|
∫ 1

0
G(t, s)f(s, u(s))ds

+
βtα−1

1− βξα−1

∫ 1

0
G(ξ, s)f(s, u(s))ds|

≤ max
t∈[0,1]

∫ 1

0
|G(t, s)||f(s, u(s))|ds

+
β

1− βξα−1

∫ 1

0
|G(ξ, s)||f(s, u(s))|ds

≤ (λ′∥u∥+R)

(∫ 1

0
|G(t, s)|ds

+
β

1− βξα−1

∫ 1

0
|G(ξ, s)|ds

)
≤ (λ′∥u∥+R)

1

Γ(α)

(
tα−1

α
+
β(ξα−1 − ξα)
α(1− βξα−1)

)

≤ (λ′∥u∥+R)
1

Γ(α)

(
1

α
+
β(ξα−1 − ξα)
α(1− βξα−1)

)
= (λ′∥u∥+R)

1− βξα

Γ(α)α(1− βξα−1)

= λ′
1− βξα

Γ(α)α(1− βξα−1)
∥u∥+R(1)

= η′∥u∥+R(1), (17)

in which η′ is given by (12), R(1) is a positive con-
stant. (17) imply that

∥Tu∥ ≤ η′∥u∥+R(1), ∀u ∈ E,

where η′ < 1. So, we can choose r > 0 such that
T (Pr) ⊆ Pr, where Pr = {u ∈ P |∥u∥ ≤ r}. By
using Schauder fixed point theorem, we have that the
operator T has a fixed point in Pr. Therefore, problem
(1), (2) has one positive solution.

Remark 14 If when ∥u∥ → ∞,

∥f(t, u)∥
∥u∥

→ 0, ∀t ∈ [0, 1], (18)

then condition (13) satisfied. (η = 0).

4 Existence of three positive solu-
tions of the problem (1), (2)

We define the nonnegative continuous concave func-
tional

α(u) = min
t∈[ξ,1]

|u(t)|, ∀u ∈ P,

N1 =
Γ(α)α(1− βξα−1)

1− βξα
,

N2 =
Γ(α)α(1− βξα−1)

βξα−1(ξα−1 − ξα)
.

Theorem 15 Assume that (H1), (H2) hold and there
exist constants with 0 < a < b < c = d such that the
following conditions hold
(A1) f(t, u) < N1a, for (t, u) ∈ [0, 1]× [0, a],
(A2) f(t, u) ≥ N2b, for (t, u) ∈ [ξ, 1]× [b, c],
(A3) f(t, u) ≤ N1c, for (t, u) ∈ [0, 1]× [0, c].
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Then problem (1), (2) has at least three positive solu-
tions u1, u2 and u3 with

max
t∈[0,1]

|u1(t)| < a,

b < min
t∈[ξ,1]

|u2(t)| < max
t∈[0,1]

|u2(t)| ≤ c,

a < max
t∈[0,1]

|u3(t)| ≤ c,

min
t∈[ξ,1]

|u3(t)| < b.

Proof: We first show that (C2) of Theorem 8 holds.
If u ∈ P c, then ∥u∥ ≤ c. By (6), (7) and (A3),

we get

∥(Tu)(t)∥

≤ max
t∈[0,1]

|
∫ 1

0
G(t, s)f(s, u(s))ds

+
βtα−1

1− βξα−1

∫ 1

0
G(ξ, s)f(s, u(s))ds|

≤ max
t∈[0,1]

∫ 1

0
|G(t, s)||f(s, u(s))|ds

+
β

1− βξα−1

∫ 1

0
|G(ξ, s)||f(s, u(s))|ds

≤ N1c

(
max
t∈[0,1]

∫ 1

0
|G(t, s)|ds

+
β

1− βξα−1

∫ 1

0
|G(ξ, s)|ds

)
≤ N1c

1

Γ(α)

(
max
t∈[0,1]

tα−1 − tα

α

+
β

1− βξα−1

ξα−1 − ξα

α

)
≤ N1c

1

Γ(α)

(
1

α
+

β

1− βξα−1

ξα−1 − ξα

α

)

= N1c
1− βξα

Γ(α)α(1− βξα−1)

≤ c,

which implies that ∥Tu∥ ≤ c, u ∈ P c. Hence, T :
P c → P c. In view of Lemma 10, T : P c → P c is
completely continuous.

In the same way, we can show that if (A1) holds,
then TP a ⊂ Pa. Hence condition (C2) of Theorem 8
is satisfied.

Next we show that (C1) of Theorem 8 holds.
Choose u0(t) = b+c

2 , t ∈ [0, 1]. It is easy to see that
u0 ∈ P, ∥u0∥ = b+c

2 ≤ c, α(u0) =
b+c
2 > b. That is

u0 ∈ {u ∈ P (α, b, d) : α(u) > b} ̸= ∅.
Moreover, if u ∈ P (α, b, d), we have b ≤ u(t) ≤

c, for t ∈ [ξ, 1]. By (A2) and (7), we have

α(Tu) = min
t∈[ξ,1]

|(Tu)(t)|

≥ min
t∈[ξ,1]

∫ 1

ξ
G(t, s)(f(s, u(s))ds

+
βξα−1

1− βξα−1

∫ 1

0
G(ξ, s)f(s, u(s))ds

≥ βξα−1

1− βξα−1

∫ 1

0
G(ξ, s)f(s, u(s))ds

≥ N2b
βξα−1

1− βξα−1

∫ 1

0
G(ξ, s)ds

= N2b
βξα−1

1− βξα−1

ξα−1 − ξα

αΓ(α)
= b.

Hence condition (C1) of Theorem 8 is satisfied. By
Remark 9, condition (C3) of Theorem 8 is satisfied.
To sum up,all the hypotheses of Theorem 8 are satis-
fied. By Theorem 8, problem (1), (2) has at least three
positive solutions u1, u2 and u3 with max

t∈[0,1]
|u1(t)| <

a, b < min
t∈[ξ,1]

|u2(t)| < max
t∈[0,1]

|u2(t)| ≤ c, a <

max
t∈[0,1]

|u3(t)| ≤ c, min
t∈[ξ,1]

|u3(t)| < b. The proof is

completed. ⊓⊔

5 Existence and uniqueness of suc-
cessive iteration positive solutions
of the problem (1), (2)

Theorem 16 Assume that (H1), (H2) hold. If there
exists a positive number Λ such that the following con-
ditions hold
(B1) For each t ∈ [0, 1], f(t, ·) is nondecreasing;
(B2) f(t,Λ) ≤ N1Λ, for all t ∈ [0, 1];
(B3) f(t, 0) is not identically zero on any compact
subinterval of[0, 1].
Then problem (1), (2) has at least one iteration so-
lution u∗ ∈ PΛ with ∥u∗∥ ≤ Λ, lim

n→∞
Tnω0 = u∗ or

lim
n→∞

Tnυ0 = u∗, where ω0(t) = Λ, υ0 = 0,t ∈ [0, 1].

Proof: We now show that T : PΛ → PΛ. If u ∈ PΛ,
then ∥u∥ ≤ Λ, we have

0 ≤ max
t∈[0,1]

u(t) = ∥u∥ ≤ Λ.

By (B1), (B2) and (7), we have

∥(Tu)(t)∥

≤ max
t∈[0,1]

|
∫ 1

0
G(t, s)f(s, u(s))ds

+
βtα−1

1− βξα−1

∫ 1

0
G(ξ, s)f(s, u(s))ds|

≤ max
t∈[0,1]

∫ 1

0
|G(t, s)||f(s, u(s))|ds
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+
β

1− βξα−1

∫ 1

0
|G(ξ, s)||f(s, u(s))|ds

≤ N1Λ

(
max
t∈[0,1]

∫ 1

0
|G(t, s)|ds

+
β

1− βξα−1

∫ 1

0
|G(ξ, s)|ds

)
≤ N1Λ

1

Γ(α)

(
max
t∈[0,1]

tα−1 − tα

α

+
β

1− βξα−1

ξα−1 − ξα

α

)
≤ N1Λ

1

Γ(α)

(
1

α
+

β

1− βξα−1

ξα−1 − ξα

α

)

= N1Λ
1− βξα

Γ(α)α(1− βξα−1)

≤ Λ.

Thus we assert that T : PΛ → PΛ.
Let ωn = Tnω0, υn = Tnυ0, then ωn, υn ∈

PΛ, n = 1, 2, · · ·. Since T is completely contin-
uous, we assert that {ωn}∞n=1, {υn}∞n=1 are sequen-
tially compact sets. By (B1), (B2) and (7), we have

ω1(t) = (Tω0)(t) =

∫ 1

0
G(t, s)f(s,Λ)ds

+
βtα−1

1− βξα−1

∫ 1

0
G(ξ, s)f(s,Λ)ds

≤ N1Λ

(∫ 1

0
G(t, s)ds

+
β

1− βξα−1

∫ 1

0
G(ξ, s)ds

)
≤ N1Λ

1

Γ(α)

(
tα−1

α

+
β

1− βξα−1

ξα−1 − ξα

α

)
≤ N1Λ

1

Γ(α)

(
1

α
+

β

1− βξα−1

ξα−1 − ξα

α

)

= N1Λ
1− βξα

Γ(α)α(1− βξα−1)

= Λ = ω0(t).

Similarly,

ω2(t) = (Tω1)(t) ≤ (Tω0)(t) = ω1(t), t ∈ [0, 1].

By induction, then

ωn+1(t) = (Tωn)(t) ≤ (Tωn−1)(t)
= ωn(t), t ∈ [0, 1], n = 1, 2, · · ·.

Hence, there exists u∗ ∈ PΛ, such that u∗ = lim
n→∞

ωn.

Applying the continuity of T and ωn+1 = Tωn, we

get u∗ = Tu∗. By (B3), we get

υ1(t) = (Tυ0)(t)

=

∫ 1

0
G(t, s)f(s, υ0(s))ds

+
βtα−1

1− βξα−1

∫ 1

0
G(ξ, s)f(s, υ0(s))ds

≥
∫ 1

0
G(t, s)f(s, 0)ds

+
βtα−1

1− βξα−1

∫ 1

0
G(ξ, s)f(s, 0)ds

> 0 = υ0(t).

Similarly,

υ2(t) = (Tυ1)(t) ≥ (Tυ0)(t) = υ1(t), t ∈ [0, 1].

By induction, then

υn+1(t) = (Tυn)(t) ≥ (Tυn−1)(t)

= υn(t), t ∈ [0, 1], n = 1, 2, · · ·.
Hence, there exists u∗ ∈ PΛ, such that u∗ = lim

n→∞
υn.

Applying the continuity of T and υn+1 = Tυn,we get
u∗ = Tu∗. The proof is completed. ⊓⊔

6 Conclusion
This paper is motivated from some recent papers treat-
ing the boundary value problems for three-point frac-
tional differential equations. We first give some no-
tations, recall some concepts and preparation results.
Second, we establish a general framework to find the
existence and uniqueness solution of the problem (1),
(2). Third, some sufficient conditions for the existence
of three positive solutions of the problem (1), (2) are
established by applying fixed point methods. In the
last, the existence and uniqueness of successive itera-
tion positive solutions of the problem (1), (2) are ob-
tained. To the best of our knowledge, no work has
been done to get positive solution of the three-point
fractional boundary value problem for 2 < α ≤ 3.
The aim of this paper is to fill the gap in the relevant
literatures. Such investigations will provide an impor-
tant platform for gaining a deeper understanding of
our environment.
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